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 ABSTRACT
This article highlights the importance of concurrently addressing process, people, and technology factors when conducting 
research related to new systems engineering concepts. In particular, an ongoing US Department of Defense-sponsored, University 
of Virginia-led cyber security research project is used as an example of how concurrent research activities provide value earlier in 
the technology design phase than otherwise would have occurred. The example project focuses on adding a new layer of protection 
for computer-controlled physical systems. Through concurrent efforts, the research team developed a better a protection approach, 
resulting in better prospects for transition into use.

INTRODUCTION

For the past several years, the US 
Department of Defense (DoD) 
sponsored a University of Virginia 
(UVa) research effort to investigate 

methods for bringing security engineering 
into the systems engineering trade space. 
The goal was to determine if there are 
design patterns with inherent resilience 
that would augment today’s network and 
perimeter methods for securing systems. 
The research efforts led to development of 
“system-aware” cyber security, which refers 
to methods for enhancing the cyber securi-
ty of physical systems, such as autonomous 
vehicles, automobiles, radars, turbines, 
and military weapons. System-aware cyber 
security adds a layer of security focused on 
detecting and deflecting attacks that have 
successfully penetrated a system’s perim-
eter, either from outside attacks, or from 
supply chain or insider-initiated attacks 
(Under Secretary of Defense 2013).

 System-aware cyber security relies on 
highly secured electronic sentinel(s) that 
monitor the protected system. Small, low 
power, prototype sentinels, including 
sensors, microprocessors, and communica-
tions devices, exist for a variety of systems. 
The sentinel protects critical functions and 
technologies by detecting illogical behavior 

in the control of a system, and restores the 
system to normal operation when possible.

As UVa developed and applied the 
methods, the research team discovered that 
transitioning systems engineering research 
into practice differs from a traditional tech-
nology transfer. In addition to technology 
development, we need new engineering 
methods to account for process and people, 
or human factors-related, transitions. The 
researchers found that prototype-based 
experimentation was effective for develop-
ing the technology as well as for developing 
needed new engineering processes. This 
article describes the system-aware cyber 
security technology, as well as the meth-
ods for transitioning systems engineering 
research into practice.

SYSTEM-AWARE CYBER SECURITY
To combat the threat posed by cyber 

attacks on cyber physical systems, a UVa-
led research team proposed a system-aware, 
sentinel-based cyber security concept, com-
plementing existing network and perimeter 
security solutions by adding an additional 
layer of defense (Jones et al. 2013; Jones and 
Horowitz 2012; Horowitz and Pierce 2013). 
The term “system-aware” indicates that the 
design of sentinels must directly account 

for how engineers design the system being 
protected and its operation, in contrast to 
network and perimeter security solutions.

The proposed defense approach is to 
prevent an adversary from compromising 
computer-controlled physical system(s) by 
ensuring the proper operation of the most 
critical subsystems and system functions, 
as identified by the owners and operators of 
the system being protected. Decision-mak-
ing regarding which system functions to 
monitor and protect is a complex process 
topic (Jones et al., 2013). For example, the 
owners and operators of a surveillance 
system may decide to protect the operator 
interfaces that control important system be-
haviors, such as false alarm rate and prob-
ability of detection for a radar, whereas the 
owners and operators of a power plant may 
decide to protect the power generation sub-
systems, such as the turbine controller. The 
research revealed the need for analysis tools 
to evaluate alternative security solutions in 
a complex trade space involving risks, the 
criticality and vulnerability of the different 
system functions to protect, the attributes 
of various attack patterns, and the capabil-
ity and cost of potential countermeasures. 
Furthermore, the selected defenses need to 
address the availability of alternative attacks 
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should the new defenses be employed, con-
firming that alternative, equally attractive 
attack paths do not remain available. 

Using system-specific information 
capitalizes on one advantage that cyber 
security designers have over potential 
adversaries — in-depth knowledge of the 
system. System-specific countermeasures, 
however, limit the reusability of such 
defense solutions. Furthermore, these 
additional defenses will incur costs and 
could introduce new vulnerabilities. 
Reusable design patterns provide an 
important mechanism for developing 
defenses while containing costs. See Table 1 
for sample reusable design patterns.

Evaluating various trades and design 
patterns drove the research team to select a 
small, highly secure sentinel design pattern 
involving a moving target solution, thereby 
reducing risk of the sentinel itself becoming 
the target of cyber attacks. The research 
team found that the cost for secure mon-
itoring via the sentinel would be far less 
than for directly securing the system. In 
addition, investments in directly securing 
the system could be lost through vulner-
abilities introduced when enhancing the 
system’s functionality. Keeping the sentinel 
small, static, and secure reduces this risk, as 
well as the implementation costs.

The sentinel defense-in-depth approach 
required development and integration of 
technology for implementing the sentinel 
design pattern, and integration concepts 
for combining multiple sentinels to pro-
tect against distributed cyber attacks. In 
addition, the researchers had to address 
human factors, in other words, operational 
processes of human operators, to enable 
a sentinel to reconfigure a compromised 
system to allow near-continuous operation. 
The research demonstrated that concur-
rent activities are needed to address the 
three dimensions of process, people, and 
technology in systems engineering in order 
to more rapidly transition the research into 

practice. The research relied on the use of 
prototypes to investigate these dimensions 
of systems engineering, as described in the 
following paragraphs.

TRANSITIONING SYSTEMS ENGINEERING 
RESEARCH THROUGH USE OF PROTOTYPES

Engineers use prototypes to improve 
technologies and increase the functionality 
of systems. These prototyping approaches 
become increasingly important as:

 ■ The cost of advanced technologies has 
come down 

 ■ Accessibility of open source software, 
design and evaluation tools, and on-line 
laboratories increases (Hencke 2014)

 ■ Access to technology infrastructures, 
such as Global Positioning System 
(GPS) navigation, cloud computing, 
and the Internet, continues to increase

 ■ Use of open standards that support sys-

tems integration continues to increase, 
such as Controller Area Network (CAN 
BUS) networks on cars and Ethernet 
networks on unmanned aerial vehicles 
(UAVs).

The research team conducted live exper-
iments using prototype sentinels protecting 
currently employed physical systems, for 
example, UAV-based surveillance systems, 
police cars, 3-D printers. As the team per-
formed the sentinel technology research, 
they realized they would have to change the 
typical practice of systems engineers for the 
system-aware design patterns to take root. 
While the benefits of improved technology 
are often obvious, the benefits of improved 
design processes are not as readily appar-
ent. A prototyping environment can be 
used to develop improved engineering 
processes, as well as technologies. For 
systems engineering research to transi-
tion to broader use, working through the 
process and human factors issues may be as 
important to improve system designs as the 
specific technologies themselves.

SYSTEM-AWARE RESEARCH EFFORTS AND 
RESULTS

The system-aware cyber security research 
team developed prototypes in five applica-
tion areas. Following is a description of one 
of the efforts, an autonomous surveillance 
system onboard a UAV, addressing the 
process, people, and technology elements of 
the research. The other research application 
areas have yielded complementary findings 
regarding these three elements of research.

Table 1. Sample reusable design patterns

Design Pattern Purpose

Diverse Redundancy Post-attack restoration

Diverse Redundancy and 
Verifiable Voting

Attack deflection

Physical Configuration Hopping Moving target defense

Virtual Configuration Hopping Moving target defense 

Data Consistency Checking Data integrity and operator display 
protection

Parameter Assurance Parameter-controlled software functions

Doctrinal Assurance Checking Critical decisions

Figure 1. Operational configuration for cyber security evaluation

• Autopilot
• Navigation
• Communications
• Camera Gimbal

• Keystroke Monitoring

Monitored Subsystems

On-board UAV Sentinel

Pilot Station SentinelPilot Station

Pilot
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Technology
A UVa-led research team and Georgia 

Tech Research Institute (GTRI) explored 
a number of cyber attacks that would have 
a significant impact on the surveillance 
mission of a UAV. One of several attack 
scenarios involved changing aircraft navi-
gation system waypoints, either through a 
communicated command or an onboard 
embedded attack that could be externally 
initiated or self-triggered, for instance, 
based on the aircraft’s location. The proto-
type used an Outlaw aircraft, with a 16-foot 
wingspan and 40-pound payload, collecting 
video information over a designated geo-
graphical surveillance area (Figure 1).

Experiments included in-flight cyber 
attacks and corresponding sentinel-derived 
responses, which required development of 
new flight-safety testing procedures (Heig-
es, et al., 2015). The research team designed 
ground and aircraft-based sentinels to: 

a) Detect waypoint changes on the 
aircraft 

b) Discover whether or not a command 
to change a waypoint came to the 
aircraft 

c) Determine whether or not an oper-
ator keyboard entry to send such a 
command had occurred 

d) Integrate this information to deter-
mine whether or not the waypoint 
change system was operating as 
designed 

e) Communicate illogical behaviors to 
designated locations 

f) Restore the modified waypoint if 
commanded to do so. 

The research team reviewed the design 
patterns and chose several to develop the 
airborne sentinel, including triple diverse 
redundancy for individual system com-
ponents, and a hot shadowing operation 
using three different cyber attack detection 
methods. Comparing the results of these 
three methods would discover a cyber attack 
that corrupted any one of these diverse 
implementations. In addition, the research 
team chose a moving target cyber security 
defense, where the specific detection method 
that was in control was dynamically changed 
every few seconds. The technical perfor-
mance evaluations were positive. Only a 
few hundred lines of software were needed 
to implement the individual defenses. The 
research team is currently investigating the 
cost and scalability of the methods for differ-
ent types of systems to help address process 
and human factors concerns.

Process
When this research effort started, the 

UVa-GTRI research team manually derived 
the specific UAV functions to defend in 

the prototyping effort. The team evaluated 
the trade space using their knowledge of 
surveillance missions, autopilot design, 
camera gimbal control systems and naviga-
tion systems, as well as various cyber attack 
methods. The team also obtained infor-
mation from the vendors of the various 
subsystems on the aircraft.

As the research team began using the se-
curity engineering methods, they changed 
the priorities of what to defend based on 
the ability to develop specific defenses, the 
ability of adversaries to respond to those 
defenses, and specific attacks that could be 
directed at the sentinels. For example, the 
research team wanted to defend against a 
supply chain-based attack on the aircraft’s 
GPS navigation system using GPS receivers 
from different manufacturers to detect and 
respond to this type of attack. The costs of 
this diverse redundancy, however, were too 
high compared with defenses for different 
but equally concerning attacks. Later in the 
design process, the research team discov-
ered that the aircraft’s camera gimbal sys-
tem included a diversely manufactured GPS 
receiver. While this late discovery enabled 
the originally desired sentinel technology to 
be implemented within desired economical 
constraints, it is clear that design decisions 
need to be based on more accurate and 
complete system design information.

Based on this emergent result, the 
research team investigated use of the 
Systems Modeling Language (SysML), an 
open standard system modeling language, 
to evaluate the system to be protected. The 
team also investigated using attack tree 
tools in conjunction with SysML to develop 
attack scenarios. These efforts helped the 
team identify opportunities for engineers 
to red-team their designs early in devel-
opment, rather than waiting for red teams 
to attack systems during the verification 
process. One of the goals of this research 
was to bring security requirements into the 
systems engineering trade space. Engineer-
ing tools have a great potential to help sys-
tems engineers make these design decisions 
during the development process.

Human Factors
As part of the UAV-related research 

effort, the UVa research team partnered 
with the MITRE Corporation to develop 
a desktop simulation to see how operators 
would respond to sentinel detections of 
cyber attacks and suggested options to 
reconfigure the system. While the operators 
found great value in the sentinel’s informa-
tion on detected attacks, results revealed 
that certain operators:

 ■ Would terminate a mission because 
they were concerned that the detected 
attack did not have additional, yet to 

emerge, elements 
 ■ Would like to talk with a cybersecu-
rity expert to get technical support to 
improve mission decisions 

 ■ Were concerned that the sentinel was 
the target of the “detected” cyber attack, 
causing operators to make ill-informed 
decisions.

This unanticipated outcome identified 
the need for operator training regarding 
responses to cyber attacks. In addition, the 
researchers noted that actual events had 
occurred with consequences similar to 
the experimental cyber attacks, and were 
categorized as “cause unknown and conse-
quences cannot be reproduced.” Training 
for unusual events resulting from unprec-
edented, zero-day attacks will be a critical 
challenge. Based upon these outcomes, the 
Air Force Institute of Technology (AFIT) 
started working with UVa’s system-aware 
research team to conduct human factors 
research, building on Air Force Research 
Laboratory research on operator suspicion 
and its impact on operator performance in 
working in advanced automation environ-
ments. Human factors experiments with 
remotely piloted systems are scheduled to 
start, using cyber attack scenarios as well as 
system-aware technology.

CONCLUSION
The system-aware design concept is 

based upon a system architecture approach 
that uses a new layer of cybersecurity to 
enhance the security of physical systems. 
Early technology-based research uncovered 
emergent issues that highlighted critical 
process and human factors concerns that 
early adopters would need to consider; 
namely the need for design tools and a 
well-defined decision process for navigating 
the cybersecurity trade space, and the need 
to develop well-defined operator response 
procedures for detected attacks.

In addition, the researchers identified 
opportunities for systems engineers to eval-
uate their designs in a prototyping environ-
ment, not only to improve the technology, 
but also to improve the process for applying 
the technology. Addressing process, people, 
and technology concerns will be essential 
for transitioning this system-aware cyber 
security research into widespread practice. 
Continuing research should help address all 
of these areas of concern, based on lessons 
learned from early adopters as well as in-
sights from the academic community.
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and the larger the scale, the smarter an agile system becomes. For 
organizations to manage risks effectively and proactively within a 
risk appetite, they must move to a dynamic, automated, agile risk 
management capability.

We have developed a distributed software solution, based on 
an Autonomous Networked Topology Security (ANTS™) system 
that enables the sharing of “nervousness” information about 
immediate risks. This provides an organic, self-organizing system 
that empowers every element to contribute individually to the col-
lective security of your enterprise ecosystem. The result is an agile 
defense that enables organizations to take protective defensive 
actions automatically when risk exceeds an organization’s defined 
cyber risk appetite. 
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